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Humans effortlessly navigate the complexities of the visual world, adapting to novel objects, scenes, and
tasks with ease. After learning to place an apple on the left of a plate, we can easily adapt to placing it on
the right. This flexibility stems from our ability to understand modular, high-level concepts (“apple”,
“plate”, “on-left”) and ground them to low-level visual information (grounding "on-left" to relative spatial
positions). Through multimodal interactions with the world, we develop this structured understanding that
guides perception and reasoning across diverse tasks. In contrast, modern visual systems still struggle
with this adaptability. They often fail to ground concepts to visual inputs, limiting their ability to
generalize to novel tasks and tackle fundamental challenges like spatial reasoning.

Inspired by human cognition, I am pursuing a PhD to develop machines with human-like visual
intelligence—systems that learn and leverage a structured understanding of the visual world to
perceive and reason as flexibly as humans. I aim to explore:

1) What visual structures should models learn to generalize and adapt across diverse reasoning tasks?
2) How can models learn representations of these structures from multimodal, in-the-wild data?
3) How can models leverage these structured representations to perform complex reasoning?
4) How can insights from human cognition guide the development of models with such flexibility?

Over the past three years, I have led and contributed to several projects in the Stanford Vision and
Learning Lab with Prof. Li Fei-Fei, Prof. Tobias Gerstenberg, and Prof. Jiajun Wu. My early
research with Prof. Li sparked my interest in human-like visual reasoning, culminating in publications at
NeurIPS 2022, ICML 2023, and two NeurIPS 2023 Workshops (co-first-author) [1-3]. Subsequently,
I led two projects [4-5] that refined my interest in enabling machines to understand the world’s structure
and honed my technical, creative problem-solving, and interdisciplinary communication skills.

Cognitive Insights for Human-Like Reasoning
With Prof. Gerstenberg, I collaborated with an interdisciplinary team to explore: How can insights into
human causal inference enhance AI's reasoning about long sequences of events? Motivated by how
humans integrate visual, language, and auditory information to solve whodunit-style mysteries (“Who
broke the plate?”), I spearheaded the development of MARPLE—a benchmark for long-horizon
inference that challenges AI to identify which agent caused an environmental change using multimodal
cues.

I developed the simulation infrastructure, designed human studies with cognitive scientists, and proposed
inference models inspired by human mental simulation with world models. Concretely, I formulated the
inference problem as a Partially Observable Markov Decision Process (POMDP) and simulated agent
trajectories via Monte Carlo rollouts with learned agent policies. These policies predict actions given
visual representations of the environment, requiring them to reason about high-level agent behaviors from
low-level visual inputs. Some policy variants also integrate language or audio to improve predictions.

Despite substantial training, inference models struggled to generalize to new environments, and adding
language and audio provided only modest improvements. In contrast, humans achieved superior
performance and robustness, likely drawing from their structured world knowledge to accurately
synthesize and reason about multimodal inputs. We published these findings at NeurIPS 2024 Datasets
and Benchmarks (co-first-author) [4], along with a complementary cognitive science study at CogSci
2024 [6] demonstrating that cognition-inspired multimodal simulations improved model alignment with
human judgments. These experiences highlighted that human flexibility relies on the ability to extract
structure from low-level inputs—affirming my interest in leveraging cognition-inspired, multimodal
approaches to endow models with structured understanding.



Structured Representations for Visual Reasoning
I pursued my next project with Prof. Wu, exploring how structured representations improve
generalization for tasks like state classification. This involves determining whether a given state (“an
apple is next-to a plate”) is True or False, supporting broader capabilities like scene understanding,
robotic planning, and controlled generation. A key challenge is that real-world environments present
countless variations in objects (“apple”, “plate”) and predicates (“next-to”), making it intractable to
collect exhaustive training data. This necessitates models that generalize efficiently to novel states.

To address this, I proposed a method that leverages the semantic structure between predicates when
reasoning. Concretely, we map image-state pairs into a joint representation space that encodes hierarchical
predicate relationships (while both “next-to” and “on-left” involve understanding distance, "on-left"
requires finer spatial reasoning). We infer the underlying hierarchy through self-supervised contrastive
learning, harnessing an LLM’s rich semantic knowledge to design pre-text tasks that capture predicate
relationships and guide the model toward a meaningful latent space. Additionally, we embed these
representations in hyperbolic space, which features exponentially growing distances suitable for
modelling hierarchies. By grounding reasoning in this predicate hierarchy, our method generalizes to
out-of-distribution states by leveraging relationships with learned ones to infer relevant features from
minimal examples.

Our method surpasses state-of-the-art supervised models, improving few-shot generalization to novel
states and transfer from sim-to-real images. It also outperforms inference-only VLMs, showcasing that
structure enables smaller models to perform comparably to much larger models trained on vastly more
data. This work is under review at ICLR 2025 (co-first-author) [5].

Our CVPR 2025 [7] submission further emphasizes how structure enables efficient learning,
demonstrating that learning structural components of real-world scenes (layouts, objects, poses) improves
generation of realistic rooms from limited data.

Future Work
Building on my experience integrating cognitive insights and structured approaches, I aim to further
explore how these methods can enhance AI’s ability to understand the visual world’s structure and
leverage this understanding to flexibly adapt across diverse tasks.

In particular, some directions that I hope to work on include:

● Understanding what kinds of structure emerges within general-purpose representations and their
impact on downstream performance [8, 9]

● Learning human-like abstractions to understand the structure of the world and leveraging them across
domains from visual reasoning to robotic planning [10-13]

● Endowing machines with human-like reasoning processes to further enable complex reasoning and
adaptation to novel challenges, especially in visual domains with limited data [14-16]

Long-term, I aspire to become a professor, driving advancements toward human-like visual intelligence.
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